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Abstract

Automated medical imaging is a increasingly important research area as manual
diagnosis can be slow and expensive. However, in automated medical imaging
it is often difficult to obtain large high-quality datasets. Ensemble methods have
long given heuristic results in increasing model accuracy for when the options
of more data and compute have been ruled out. There has also been evidence to
suggest that sometimes increasing model width will improve performance while
increasing model depth will not [9]. However, there has been little research in the
best practices in applying ensemble techniques. In this paper we provide a rigorous
analysis of different ensemble methods applied to different pre-trained models. Our
main benchmark will be against the classification task of assigning disease labels
to different eye fundi. We show that with stacking, there is a slight improvement in
test performance compared to the benchmark.

1 Introduction

Supervised machine learning assigns labels to data points. This technology has applications in
automated medical image analysis as explored in Shen et al. [[13]]. Often in this task, there does not
exist datasets healthy in both size and quality. Furthermore, increasing model size or complexity does
not seem to help with prediction performance [9]. Ensemble learning is a techniques used to improve
test accuracy where dataset quality is the limiting factor [[10]. We choose to apply a multitude of
different ensemble techniques to various deep image models. We use ocular disease recognition to
benchmark the performance of the newly introduced learning techniques.

2 Related Work

2.1 Applying deep learning to medical diagnosis

There has been rapid progress in the applications of deep learning to medical imaging [5]. Because of
the breadth of medical imaging and the novelty of recent deep learning advancements, there are still
many applications that have not yet been fully explored. Recent studies have shown promising results
regarding deep learning for diagnosis of eye diseases [7,|2]. However, to the best of our knowledge,
applying ensemble methods to the task of eyeball imaging has yet to be studied.
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Table 1: Label count of images in training data

Diagnosis (label) Count  Fraction of total data
Normal 1944 0.529
Diabetes 985 0.268
Glaucoma 149 0.041
Cataracts 191 0.052
Age related macular degeneration 174 0.047
Hypertension 75 0.020
Pathological myopia 158 0.043

2.1.1 Analysis of ensemble methods in deep learning

Ensemble methods have been a popular and effective way to improve the performance of machine
learning models. Both theoretical research and empirical data strongly support the general effective-
ness of ensemble learning improving the predictive power of deep learning models [[12]. Despite
its effectiveness, application has often been left as an afterthought compared to other parts of the
machine learning model. Ensemble learning is guided by an overarching principle; combine a diverse
set of models that make uncorrelated errors to harness what each different model has learnt. While
there are a myriad of different ensemble methods, which ones are the best and how they should be
employed is not obvious.

3 Data

The dataset by Ning Li et al. [9] is a collection of images of the eye labeled with 8 different eye
conditions. In actual implementation of our models, we download the same dataset preprocessed to
512x512 colour images from [8]]. The 6392 images in the dataset are labeled as either normal, labeled
with the most common ailments, or labeled with “other ailments”. For the purpose of this paper and
to simplify the task of classification, we remove any multi-labeled images in the dataset and any eyes
labeled as “other”. This leaves us a total of 3676 images. The final label counts can be seen in table|[T]

The left and right eyes are also labeled individually and no relationship is maintained between eyes
from the same patient. During training we can split up left and right eyes helping prevent overfitting.

Data augmentation. With eyes classified as “normal” accounting for more than 50% of all samples
and eyes with hypertension only making up 2% of all samples, the dataset is high unbalanced.
To increase the breadth of our training data and reduce this imbalance, we applied some data
augmentation on minority classes. The following transformations were applied to balance the classes
in our training dataset: random resized crop, random rotation, color jitter, random horizontal and
vertical flip, random clipped zoom, and random brightness enhance.

Finally, we applied an L, normalization to all the images.

4 Models

4.1 Evaluation

If we combine all the not normal categories into one, we can get a binary classification for the dataset.
Using this we can count true positives and false negatives. These counts are extremely important in
automated medical diagnosis where usually a false negative is much worse than a false positive.

Let TP, TN, FP, FN be true positive, true negative, false positive, and false negative respectively.
We define the following metrics for model evaluation [10]].

accuracy = TP+ TN (1
Y"TPYFN+TN + FN
2T P

T TP+ FP+FN
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Table 2: Pre-trained models after 10 epochs of fine-tuning without ensemble methods

Model Test accuracy F1 Score  Sensitivity
ResNet-50 0.686 0.562 0.495
ResNeXt_32x4d  0.683 0.503 0.426
DenseNet121 0.681 0.505 0.339
EfficientNet-B1 ~ 0.665 0.485 0.448
GoogleNet 0.654 0.442 0.354

Table 3: Performance of ensemble models on test set

Ensemble method  Test accuracy

Hard majority vote  0.690

Stacking 0.707
Bagging 0.673
TP
Sensitivity = m (3)

We choose these metrics based on their ability to measure both type 1 and type 2 error.

4.2 Base models
In our analysis we will primarily use pre-trained models. We do this because of their performance
and so we can benchmark our results against [9].

We apply our ensemble methods on the ResNet50 and ResNeX_32x4d [3]]. We will also train on
DenseNet121, EfficientNet-B1, and GoogleNet [4} 17, |16].

We fine tune these models on our training set for 10 epochs as suggested by [18]]. The resulting
training accuracies can be seen in table 2} For all models, we use cross entropy loss for training and
we use Adam optimizer for gradient descent optimization [6].

These experiments reproduce the results in [9].

4.3 Ensemble Methods

We will focus on the following methods in our paper:

Hard majority vote. This ensemble method takes n models and trains them all on the dataset
individually. Then, when it comes to test time, all models are predict the class of a test image
independently. The final predicted label is the most frequently predicted label.

Bagging. In bagging, we draw subsets of the training data to train the models individually. Once
training is done, we use hard majority vote to choose a final prediction. This should, in theory, reduce
overfitting in the model because we are training on subsets of the entire dataset.

Stacking. Stacking trains n different models independently on the entire dataset. Then with the
weights frozen. The n models have their results concatenated and put through a feed forward neural
network. The weights on the network are learnt. Unlike hard majority vote and bagging, how the
result is “voted” on is learnt instead of hard coded.

5 Results

Our ensemble experiment results are summarized in table 3]

Comparing the test accuracy with the base models, we see that there is an improvement of test
accuracy of 2% for hard majority vote and a 3% improvement for stacking.
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Figure 1: Stacking ensemble method diagram

(a) False positive (b) False negative

Figure 2: Example of misclassified fundus under stacking model

The effect of data scarcity can be most clearly seen in our test accuracy for normal fundi and
cataractic fundi. Where we have around 10% misclassification for both but we have an around 50%
misclassification rate for the other labels. This suggests that the extra complexity of an ensemble
model does not result in overfitting leading to decreased testing performance. Further ensemble
method test results can be found in the appendix.

6 Discussion

Challenges. For many of the dataset labels, there were only a few training images. So augmenting
and transforming the data was needed to allow for model training convergence. It was difficult to
find the best base models to build the ensemble methods on top of because of the number of choices
available and how long even fine-tuning a model takes. Also because the training took so long, it was
difficult to optimize hyperparameters.

Extension. We hope to extend this project by analyzing more ensemble methods and to do more
fine tuning on the hyperparameters. We would also like to extend our work to successfully train and
analyze models for multi-class classification. Finally, we would like to incorporate both patient fundi
in diagnosis to more closely match real world clinical practices in ophthalmology.

7 Conclusion

We have shown that shown a more complex base model does not necessarily imply better test
performance with our study of the base models. Under the exploration of base models, we validated
the results of Ning et al. [9]. We found slight improvement of test accuracy compared to the
benchmark study in single class classification with hard majority vote and stacking. And stacking
had the highest test accuracy out of any model we tested. By integrating multiple machine learning
models together, we can surpass the performance of single base models.
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* Suggested and analyzed the eye disease classification
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* Loaded, processed, and analyzed the model results
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A.2 Further results
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Figure 3: ResNet model training
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Figure 4: ResNeXt_32x4d model training
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Figure 5: DenseNet121 model training
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Figure 6: EfficientNet-B1 model training
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Figure 7: GoogleNet model training

—————— Reporting classification metrics for Ensemble Stacking model------
Sensitivity is 0.46255506607929514

Normal (N)

True Negatives: 267, 91.75%

False Positives: 24, 8.25%

Diabetes (D)

True Positives: 48, 36.36%
False Negatives: 82, 62.12}
Misclassified: 2, 1.52%

Glaucoma (G)

True Positives: 6, 20.00%
False Negatives: 24, 80.00%
Misclassified: 0, 0.00%

Cataract (C)

True Positives: 23, 95.83Y
False Negatives: 1, 4.17%
Misclassified: 0, 0.00%

Age related Macular Degeneration (A)
True Positives: 10, 50.00%

False Negatives: 8, 40.00%
Misclassified: 2, 10.00%

Hypertension (H)

True Positives: 0, 0.00%
False Negatives: 5, 62.50%
Misclassified: 3, 37.50%

Pathological Myopia (M)
True Positives: 18, 85.71%
False Negatives: 2, 9.52}
Misclassified: 1, 4.76%



—————— Reporting classification metrics for ResNet50 model------
Sensitivity is 0.4590909090909091

Normal (N)

True Negatives: 261, 89.69%

False Positives: 30, 10.31%

Diabetes (D)

True Positives: 48, 36.36%
False Negatives: 83, 62.88J,
Misclassified: 1, 0.76%

Glaucoma (G)

True Positives: 6, 20.00%
False Negatives: 22, 73.33}
Misclassified: 2, 6.67%

Cataract (C)

True Positives: 24, 100.00Y%
False Negatives: 0, 0.00%
Misclassified: 0, 0.00%

Age related Macular Degeneration (A)
True Positives: 4, 20.00%

False Negatives: 8, 40.00%
Misclassified: 8, 40.00%

Hypertension (H)

True Positives: 1, 12.50%
False Negatives: 4, 50.00%
Misclassified: 3, 37.50%

Pathological Myopia (M)
True Positives: 18, 85.71%
False Negatives: 2, 9.52}
Misclassified: 1, 4.76Y%

—————— Reporting classification metrics for ResNext101_32x4d model------
Sensitivity is 0.4260089686098655

Normal (N)

True Negatives: 267, 91.75)

False Positives: 24, 8.25%

Diabetes (D)

True Positives: 46, 34.85}
False Negatives: 84, 63.64J
Misclassified: 2, 1.52%

Glaucoma (G)

True Positives: 3, 10.00Y%
False Negatives: 26, 86.67%
Misclassified: 1, 3.33%

Cataract (C)

True Positives: 23, 95.83%
False Negatives: 1, 4.17%
Misclassified: 0, 0.00%

Age related Macular Degeneration (A)
True Positives: 4, 20.00%



False Negatives: 11, 55.00%
Misclassified: 5, 25.00%

Hypertension (H)

True Positives: 0, 0.00Y%
False Negatives: 5, 62.50%
Misclassified: 3, 37.50Y%

Pathological Myopia (M)
True Positives: 19, 90.48%
False Negatives: 1, 4.76%
Misclassified: 1, 4.76%

—————— Reporting classification metrics for DenseNet121 model

Sensitivity is 0.3391304347826087
Normal (N)

True Negatives: 275, 94.50%

False Positives: 16, 5.50%

Diabetes (D)

True Positives: 31, 23.48}
False Negatives: 101, 76.52%
Misclassified: 0, 0.00%

Glaucoma (G)

True Positives: 2, 6.67%
False Negatives: 27, 90.007%
Misclassified: 1, 3.33%

Cataract (C)

True Positives: 23, 95.83Y
False Negatives: 1, 4.17%
Misclassified: 0, 0.00%

Age related Macular Degeneration (A)
True Positives: 3, 15.00%

False Negatives: 16, 80.00%
Misclassified: 1, 5.00%

Hypertension (H)

True Positives: 1, 12.50%
False Negatives: 5, 62.50%
Misclassified: 2, 25.00%

Pathological Myopia (M)
True Positives: 18, 85.71Y%
False Negatives: 2, 9.52%
Misclassified: 1, 4.76%

—————— Reporting classification metrics for EfficientNet-Bl model------

Sensitivity is 0.4479638009049774
Normal (N)

True Negatives: 253, 86.94J

False Positives: 38, 13.06Y%

Diabetes (D)

True Positives: 50, 37.88Y%
False Negatives: 79, 59.85}
Misclassified: 3, 2.27%



Glaucoma (G)

True Positives: 1, 3.33%
False Negatives: 27, 90.00%
Misclassified: 2, 6.67Y%

Cataract (C)

True Positives: 24, 100.00Y%
False Negatives: 0, 0.00%
Misclassified: 0, 0.00%

Age related Macular Degeneration (A)
True Positives: 5, 25.00%

False Negatives: 9, 45.00%
Misclassified: 6, 30.00%

Hypertension (H)

True Positives: 0, 0.00Y%
False Negatives: 5, 62.50%
Misclassified: 3, 37.50Y%

Pathological Myopia (M)
True Positives: 19, 90.48}
False Negatives: 2, 9.52}
Misclassified: 0, 0.00%

------ Reporting classification metrics for GoogleNet model

Sensitivity is 0.35398230088495575
Normal (N)

True Negatives: 271, 93.13J

False Positives: 20, 6.87%

Diabetes (D)

True Positives: 37, 28.03%
False Negatives: 93, 70.45}
Misclassified: 2, 1.52}%

Glaucoma (G)

True Positives: 4, 13.33Y%
False Negatives: 26, 86.67
Misclassified: 0, 0.00%

Cataract (C)

True Positives: 23, 95.83Y
False Negatives: 1, 4.17%
Misclassified: 0, 0.00%

Age related Macular Degeneration (A)
True Positives: 0, 0.00Y%

False Negatives: 16, 80.00%
Misclassified: 4, 20.00%

Hypertension (H)

True Positives: 0, 0.00%
False Negatives: 6, 75.00%
Misclassified: 2, 25.00%

Pathological Myopia (M)
True Positives: 16, 76.19Y%
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False Negatives: 4, 19.05%
Misclassified: 1, 4.76%
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